
Entity Recommendations Using Hierarchical
Knowledge Bases

Siva Kumar Cheekula1, Pavan Kapanipathi1, Derek Doran1, Prateek Jain2,
and Amit Sheth1

1 Kno.e.sis Center, Wright State University, USA
{siva,pavan,derek,amit}@knoesis.org

2 IgnitionOne Solutions
jainprateek@gmail.com

Abstract. Recent developments in recommendation algorithms have fo-
cused on integrating Linked Open Data to augment traditional algo-
rithms with background knowledge. These developments recognize that
the integration of Linked Open Data may offer better performance, par-
ticularly in cold start cases. In this paper, we explore if and how a specific
type of Linked Open Data, namely hierarchical knowledge, may be uti-
lized for recommendation systems. We propose a content-based recom-
mendation approaches that adapts a spreading activation algorithm over
the DBpedia category structure to identify entities of interest to the user.
Evaluation of the algorithm over the Movielens dataset demonstrates
that our method yields more accurate recommendations compared to a
previously proposed taxonomy driven approach for recommendations.
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1 Introduction

Entities are an underlying part of our everyday activities on the web. 50% of
search queries are entities [20]. Recently, search engines such as Google and Ya-
hoo [4] include an additional feature of recommending related entities based on
the search query. Although the related entity feature has been lately added by
search companies, over the years, entity recommendations have been popular in
the name of item recommendations such as movies, song albums, e-commerce,
and locations. For example, Netflix recommends movies, Pandora recommends
songs and Amazon recommends shopping items. Recommendation engines in
these cases utilize different attributes of the user such as prior ratings to these en-
tities (movies, songs), users’ demographics, and popularity of the entities among
other users. Furthermore, existing knowledge about the entities can be utilized
as an additional attribute to provide better recommendations.

Knowledge infused recommendation algorithms have gained significant at-
tention due to their competitive performance [5] and ability to overcome cold



start challenge [15, 23]. Although many researchers are pursuing this area of re-
search, utilizing knowledge bases for recommendations is still largely unexplored
and holds the potential of improving entity recommendation algorithms [5, 15].
Considering this line of thought, in this work, we intent to explore hierarchical
knowledge derived from crowd sourced knowledge bases for recommendations.
Our approach is content based and adapts the spreading activation algorithm
on the pruned DBpedia [1] category structure to identify personalized entities
as recommendations.

Memory in human brain has been argued to be organized as a hierarchical
structure [14]. However, this theory has not been enough explored by researchers
to understand users on the web. Some who have explored this area have exploited
hierarchical structure that are either manually created [25] or automatically
created [24] from the descriptions of the items. Creating taxonomies manually is
a tedious and time intensive process whereas automatically creating them using
the descriptions of items might lack coverage due to their short descriptions. In
this context, we believe that DBpedia’s category structure extracted from crowd
sourced Wikipedia overcomes the above mentioned drawbacks. Especially, since
Wikipedia is crowd sourced, the domain coverage is significantly better. We
utilize an automatically pruned hierarchy from DBpedia for recommendations.

In this paper, we introduce a novel approach that utilizes hierarchical struc-
ture from DBpedia for entity recommendation. The content-based approach
transforms the DBpedia category structure into a taxonomy, and utilizes an
adaptation of the spreading activation algorithm [21] to assign values to cate-
gories in the taxonomy based on the explicit ratings provided by the user. These
scores of the categories are disseminated back to the unrated entities. The score
gained by an entity correspond to the degree to which it should be recommended
to a user. We evaluate using the Movielens dataset and show that our approach
performs better than previous work that proposed a taxonomy driven approach
for recommendations.

The rest of the paper is organized as follows: In Section 2 we detail the
related work. Section 3 describes our approach, followed by evaluation in Section
4. Section 5 concludes with our thoughts on future work.

2 Related Work

Recommendation systems is a popular area of research [5, 15]. The systems fo-
cus on recommending music [2, 18], books [8], items in e-commerce shops [25],
and movies [9, 17]. These systems may be classified into three different types,
namely (1) content-based, where prior ratings of a user and her demographic
information may be considered; [9, 13]; (2) collaborative, where the popularity
and ratings of entities from similar or affiliated other users are considered [6];
and (3) hybrid, which is a mix of both content-based and collaborative [11].
Content-based approaches focus on the individuality of a user in submitting rec-
ommendations, making them more transparent and amenable to overcoming the
cold start problem [15, 23].



Although we have explored just the hierarchical knowledge, broadly our work
is considered as a recommendation algorithm that utilizes Linked Open Data.
Other recommendation techniques that use Linked Open Data have utilized all
types of relationships for recommendations [9, 18, 17]. Passant in his work [18],
recommends entities based on its ”linked data semantic distance (LDSD)” from
other explicitly rated entities of the user. The LDSD does not restrict any prop-
erty in the DBpedia graph and considers the DBpedia as an undirected graph.
In [9], Di Noia et al. have harnessed DBpedia in order to recommend movies
based on the content of the user. Similar to Passant’s work, Di Noia et al. also
utilize all the properties of DBpedia and introduce a function that measure
the similarity between the entity to be recommended and the entity rated by
the users. Ostuni et al. [17] present a hybrid recommendation system, named
Sprank, that utilize both neighborhood users ratings and the users’ explicit rat-
ings for recommendations. They create a bipartite graph between users and
entities (rated and unrated) of length 4 from DBpedia. From the analysis of the
paths, path-based features are extracted. Then they apply a learning to rank
algorithm to recommend the most relevant items to the user. From these ap-
proaches it is hard to analyze the value created by each property on Linked
Open Data for recommendations. We, on the other hand, have tried to explore
different features of hierarchical relationships on DBpedia to improve recommen-
dation algorithm.

The integration of hierarchical knowledge in recommendation is becoming an
emerging area of interest [11, 16, 24, 25]. However, the taxonomies considered are
either manually created [25] or are automatically derived from the content de-
scriptions of the items [24]. In our work, we instead use a hierarchical structure
in Wikipedia (DBpedia), which is a large crowdsourced taxonomy, for recom-
mendation. Most of the approaches are hybrid and utilize latent factor models
in order to accomplish the goal of recommendations. However, although Ziegler
et al. [25] utilize a complete different taxonomy (Amazon’s book taxonomy)
for evaluation, their approach can be perceived as an adaptation of spreading
activation algorithm. Their approach can be clearly distinguished into content-
based and collaborative parts. In this work, we evaluate our work against the
content-based part of Zeiegler’s work as the baseline for comparison.

3 Approach

Our algorithm recommends entities given entity ratings in the following steps,
as illustrated in Figure 1:

– Preprocessing DBpedia Category Graph: In a one time preprocessing
step, the DBpedia category graph is transformed into a taxonomic structure
with multiple inheritance.

– Determining Interest Categories: Explicit ratings of entities, provided
by a user as input to the algorithm, is spread to the corresponding categories
of the DBpedia taxonomy by adapting a spreading activation algorithm. The
categories in the taxonomy are scored reflecting the degree of user’s interest.



– Recommending Entities: The score of the categories from the previous
step is again spread to the unrated entities in the taxonomy. The highest
scored entities are recommended to the user.

Fig. 1. Approach for recommending entities from DBpedia Category Graph

We next detail the operation of these three steps.

3.1 Preprocessing DBpedia Category Graph

Wikipedia, a collaborative encyclopedia, is a source of not only human readable
knowledge but also semi-structured knowledge that is leveraged by a variety
of applications. This semi-structured data is the wikilinks added to Wikipedia
articles by users. For example, wikilinks on the Albert Einstein 3 Wikipedia
page includes an infobox with information such as birth date, profession, death
date, and awards. The semi-structured information across Wikipedia has been
extracted and transformed into a structured RDF format as DBpedia [1], which
is one of the most popular datasets on Linked Open Data4 [3]. DBpedia therefore
can be thought of as a highly structured form of Wikipedia. It has been princi-
pally utilized to infuse knowledge for tasks such as semantic similarity [22], and
recommendations [2, 17, 18].

A curse of Wikipedia (and hence DBpedia) as a collaborative system is that
its category structure is not organized as a formal taxonomy. This is because
users are allowed to link any Wikipedia category as a category of an entity,
without regard to whether the categorical relationship is reasonable. If such

3 http://en.wikipedia.org/wiki/Albert_Einstein
4 http://lod-cloud.net/



a hierarchy could be extracted from DBpedia, however, it could be invaluable
for entity recommendations. For example, if we can determine that a user is
interested in category:films by james cameron5 and category:horror films6, it
would be reasonable to recommend entities that are children of both categories
(namely, horror movies by James Cameron to the user).

We followed our previous approach [12] to infer the hierarchical structure of
DBpedia category graph. The process can be summarized as follows:

1. All DBpedia categories corresponding to Wikipedia administrative cate-
gories7 are removed based on a keyword set [19];

2. Select ”Category:Main Topic Classification”, which subsumes more than 98%
of the categories, as the root node of the taxonomy.

3. Determine the abstract level of each category based on its shortest path
length to the root node. Our intuition is that, the closer the category is to
the root category, the more abstract it is. Hence, we assigned hierarchical
levels that reflected its shortest distance to the root category.

4. Remove all the edges in the category graph that limit the DBpedia category
graph from being structured as a taxonomy (e.g, remove all directed edges
pointing to an entity that is more abstract than its source node).

3.2 Determining Interest Categories

In this work, the Spreading Activation theory is used to assign appropriate scores
for the categories in the DBpedia category taxonomy. With an assumption that
human memory is represented as semantic network of concepts [21], spreading
activation algorithms spread scores of initially activated concepts to its neigh-
boring concepts in the semantic network. The semantic network is formally a
network data structures consisting of nodes connected by edges. The spreading
of scores is controlled by an application dependent activation function. In order
to simulate the human memory, the activation function usually includes a decay
factor that decays the scores as and when the activation is performed for nodes
farther from the initially activated nodes. Formally, a simple activation function
is as follows:

Ai =
∑

j∈C(i)

Aj ×Wij ×D (1)

where i is the node to be activated, Ai is the activation value of node i, C(i)
is the set of activated child nodes of i, Wij is the weight of the edge connecting
i and j, and D is a decay factor.

We first determine the scores for each of the categories in the taxonomy
by adapting the spreading activation algorithm. The user’s explicit ratings of
entities are used as an initial assignment to find the categories of importance.

5 http://en.wikipedia.org/wiki/Category:Films_directed_by_James_Cameron
6 http://en.wikipedia.org/wiki/Category:Horror_films
7 http://en.wikipedia.org/wiki/Category:Wikipedia_administration



Although explicit ratings for entities are generally available, finding the map-
pings of these entities to a DBpedia category is a challenging task. We instead
utilize an existing Movielens dataset [10] that was already mapped to DBpedia
by Di Noia et.al. [9]. Entities from the Movielens dataset therefore correspond
to the leaf nodes of the taxonomy. Edges associated with an entity may point to
categories at different levels in the taxonomy. For example, the film Die Hard is
associated with categories English Language Films, 1988 Films, American Ac-
tion Films, Terrorism in Fiction and Films directed by John McTiernan which
are at different hierarchical levels depending on their distance from the root
node. Since we have the entities that the user has rated linked to the taxonomy,
they can serve as source nodes for a spreading activation function. Based on
experiments carried out in our prior work [12], we consider the following two
spreading activation functions:

– Bell Log - This activation function normalizes the scores based on the number
of subcategories in the next hierarchical level. This is introduced to counter
the uneven distribution of nodes at the hierarchical levels in the taxonomy.
Bell log performs a log normalization of the count. The activation function
is shown below.

Ai = FLi ×
∑

j∈C(i)

Aj (2)

where FLi = 1
log(nodeshi+1)

, hi is the hierarchical level of i, and nodesl is the

number of nodes at hierarchical level l.

– Intersect booster - This activation function adds additional score to cate-
gories that are the common ancestors of multiple initially activated entities
(i.e. the user’s explicitly rated entities). This parameter has shown potential
in scoring the best categories of interest in our previous work [12]. It is given
by:

Ai = FLi ×Bi ×
∑

j∈C(i)

Aj (3)

where FLi is the bell log normalization, and Bi = ExplicitEntitiesi
Max(ExplicitEntitieschildi

) ,

ExplicitEntitiesi is the number of entities explicitly rated by users and
are activating category i. The denominator Max(ExplicitEntitieschildi

is
the maximum of the explicitly rated entities that have activated one of the
immediate subcategory of category i.

3.3 Recommending Entities

The spreading activation functions discussed above are used to score each cate-
gories in the taxonomy based on the degree of users’ interest. We subsequently
use these scores to make recommendations for a user by spreading back these
scores to all of the unrated entities living at the bottom of the hierarchy. We



term this operation as a reverse spreading. It is important to note that the re-
verse spreading is just one level deep, i.e. we spread the activation values of
categories only to the entities that are just directly below it in the taxonomy.
This is because, in Section 3.2, we utilized different activation functions to score
the most relevant categories of user interests in the taxonomy. In doing so, we
expect the output of the previous step to be normalized interest scores for each
category. Hence, if a category at hierarchical level 5 is scored higher than one
of its subcategory at hierarchical level 6, then it is assured that our approach
terms the category at hierarchical level 5 to be more important to the user.

We initially experiment with a simple reverse spreading activation function
where the scores of the parents i.e. categories in the hierarchy of each entity is
summed up:

Ai =
∑

j∈N(i)

Aj (4)

Where N(i) is the set of category nodes associated with entity i in the taxon-
omy. A challenge with 4 is that some categories have a larger number of entities,
in which case a large number of entities may be scored significantly higher just
due to one single category. Hence, we normalize the scores based on the number
of entities (outdegree) subsumed by the category. It is important to note that, a
category can subsume either an entity or other subcategories, hence two types
of edges exist. In this activation function, we only consider the edges that link
to an entity from the corresponding category for the outdegree. This updated
reverse activation function is thus given as:

Ai =
∑

j∈N(i)

Aj

Outdegree(j)entity
(5)

where Outdegree(j)entity is the number of entities directly associated with cat-
egory j.

Another challenge with both of these reverse activation functions is the iden-
tical spreading of a node’s value to all of its child nodes. Hence, all categories
are treated with similar importance to an entity. In contrast, the Wikipedia has
a convention that suggests its users in ordering categories to articles 8. The con-
vention states that the categories of a particular entity should be in order of its
significance to the entity. For example, the categories for the Wikipedia article
Cincinatti Reds are Major League Baseball teams, Sports in Cincinnati, Ohio,
and Sports clubs established in 1882. These categories are ordered as they are
listed, implying that Category:Major League Baseball Team is the most signif-
icant category of Cincinnati Reds than the rest. As the intuition behind this
suggestion certainly makes the reasonable categorization, it is important to ac-
commodate it in our algorithm. Therefore we introduce a parameter, which is
the priority of the category to the entity. The priority is the rank of the category
in order, hence we multiply the activation value with its inverse:

8 http://en.wikipedia.org/wiki/Wikipedia:Categorization



Ai =
∑

j∈N(i)

Aj

Outdegree(j)entity × Pij
(6)

where Pij is the priority rank of category j to entity i.

4 Evaluation

This section describes the evaluation of our recommendation approach against a
baseline method. As our approach aims at determining the most relevant entities
of interest to a user, we measure the quality of the approach as the capability
of listing the most interesting entities in the top ranks of the predicted entities.
In the following sections, we first present the details of the dataset, then the
evaluation approach and finally discuss the results.

4.1 Dataset

We considered the data set by Movielens [10] which is widely used for recom-
mendation systems evaluation. The Movielens data set consists of 1,000,209 rat-
ings for 3,883 movies by 6,040 users. As our algorithm is based on DBpedia,
it is necessary for each movie in the Movielens dataset to have a correspond-
ing entity/resource in DBpedia. Hence, we utilize the mappings open sourced
by Di Noia et al. [9] that maps movies in the dataset to an appropriate DB-
pedia resource. The mappings contain 3,148 movies out of 3,883 total movies
in the dataset. Since we are a content-based approach, sparse data (users who
have rated very few movies), significantly impacts the recommendation perfor-
mance [5]. Hence, similar to [9, 17] we eliminated users who has ratings for less
than 20 movies. After these filtering steps, our data set contains 3,148 movies
rated by 5,886 users with approximately 0.9M ratings.

4.2 Baseline approach

A similar adaptation of spreading activation theory on taxonomies has been
presented by Zeigler et al. [25]. This work presents a hybrid approach that applies
spreading activation theory on a hand crafted taxonomy. Similar to our approach
it also utilizes a normalized activation function9 to score the categories of interest
for each user. The output of this step is a vector of categories for each user vu.
Next, they perform the similar spreading for each item to be recommended
resulting in a vector of categories vi. Content-based recommendation for a user
u finds the pearson correlation between the vector of each item i, vi and vu
(vector representing the user). This is termed as the product proximity. In order
to make a fair comparison of content based recommendations, we ignore the user
proximity of Ziegler et al. [25], which is the collaborative part of the algorithm.

9 More details of the activation function used is in [25].



4.3 Evaluation Approach

Recommendation system which predicts the user ratings for an entity are eval-
uated using the error metrics(such as RMSE, MAE). However, Cremonesi et
al. [7] has argued that the recommender system which focuses on retrieving the
most relevant entities should be evaluated by means of accuracy metrics and
not error metrics. Hence, in this work, we implemented the evaluation approach
proposed by Cremonesi et al. to assess the performance of personalized, content-
based, movie recommendations of our approach against the baseline explained
in Section 4.2. The evaluation approach is as follows:

After applying the filtering discussed in Section 4.1 on the original Movielens
data set, we randomly selected 1.4% of the entire data set and used it as test
set T (|T | = 9805). The remaining 98.6% items are used as training set M . For
each of the test item i with 5-stars in T , we performed the following.

– We randomly select the 1,000 items unrated by the user with an assumption
that those were uninteresting to her.

– A ranked list of 1,001 items (i.e. 1,000 unrated plus the test item i) is formed
by our algorithm.

– Then, we evaluate by picking the top N items. If the test item i is in the top
N list, we have a hit, or a miss otherwise.

The probability of hit increases as N increases. We consider recall as the ratio
of total hits and the size of the 5* test items from T. The set of 5* test items in
test set T are denoted by K. Formally, recall is as follows:

recall(N) =
#Hits

|K|
(7)

4.4 Results

Summing DegreeNorm PriorityDegree

BellLog 0.15 0.18 0.21

BellLogIntersect 0.09 0.20 0.24

BaseLine 0.002
Table 1. Recall at Top 20 recommendation evaluation of various spreading and reverse
spreading functions.

In Table 1, we report the recall at top 20 achieved on the Movielens dataset.
Each cell represents the recall of the spreading (row) and reverse spreading
functions (column) we described in 3. The final row of the Table 1 shows the
results using the baseline approach. It is evident that all the variations of our
approach beats the baseline. Plausible reasons for the poor performance of the
baseline, based on our analysis of the results are: (1) it scores abstract categories



higher due to the structure of DBpedia taxonomy. There wasn’t significant decay
of spreading and the normalization is insufficient; and (2) the categories in the
higher level of the taxonomy were common for all the users and entities, hence
a pre-existing bias existed during the calculation of pearson correlation.

It is not surprising that Bell Log Intersect is the best performing spread-
ing activation function since the parameters used in the activation function also
had significant impact in our previous work [12]. Table 1 proves our intuition of
adding new parameters to the reverse spreading activation function. Summing
is the most simplest reverse spreading activation function used, and carries two
major drawbacks. It: (1) ignores the number of entities associated with the cat-
egory, which is important since some categories are generic and subsume many
entities; and (2) spreads the same activation value to all the entities in the cate-
gory. However, it is surprising to see that Summing with Bell Log performs better
than Summing with Bell Log Intersect. Analyzing this unexpected performance
is a part of our future work.

Degree Normalization function normalizes the spread of values from the cat-
egory as a function of its out-degree. This hinders the importance provided
to generic categories from the spreading activation functions. This shows that
although, these activation functions achieved significant results in generating hi-
erarchical interests from tweets, there are further areas of improvement to adapt
it to recommendations. As we introduce the significance factor among relation-
ships in taxonomy using priority parameter in reverse spreading, we observed
the improvements in recommendations. This variation of the reverse spreading
activation function performs the best among others we have experimented. The
priority that users collaboratively add on Wikipedia for categories of each arti-
cle does provide enough information to make an impact on recommendations of
entities.

5 Conclusion and Future work

In this paper we have presented a content-based recommendation algorithm,
building upon our previous work, that utilizes the hierarchical structure of a
crowd sourced knowledge base. Utilizing spreading activation on a taxonomy, we
experimented with different activation functions that leverages various features
of the hierarchical structure. In our evaluation we have shown that we perform
significantly better than other approaches that harness item taxonomies derived
from crowd-sourced knowledge bases. In future, we intend to explore the category
graph of DBpedia better for recommendations. Removal of noisy categories can
make a significant impact in recommendations, we intend to develop techniques
that can help us ignore categories that are not helpful for recommendations. As
we have an initial result about the effect of the hierarchical level of categories
(abstractness), we plan to optimize the activation function based on the hierar-
chical levels of the categories. Finally, by experimenting with more features of
the hierarchy, we will develop a hybrid recommendation algorithm.
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